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Source: For illustrat ive use only. The use of the logos and pictures is for informational purposes only and is not authorized by, sponsored by or associated with the trademark owners.
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BK

Sure! Who’s there?

BK Orange

Orange who?

BK Knock, Knock …

I’m sorry, I believe it seems like you are trying to initiate a knock-knock joke, but you 

haven’t provided a punchline for the set up you provided. Please feel free to continue the 
joke if you wish, I’ll be happy to play along 

BK Hey! The joke is still going

I apologize for any confusion, I understand now. 

Orange you going to continue the joke? 

Knock, Knock …
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Source: Google Images. For illustrative purposes only. The use of the logos and pictures is for informational purposes only and is not authorized by, sponsored by or associated with the trademark owners. Images 
sourced from Golf.com

The Power of Statistical Prediction Models

ChatGPT: A Cinderella Story

Cinderella story, out of 

nowhere, former 

greenskeeper, now about to 

become the Masters 

____?____



4

Cinderella story, out of nowhere, former greenskeeper, now about to become the 

Masters ______ 

Word Number

Aardvark 0

Abacus 0

About 0

Become 0

Beowulf 0

Champion 0

Cinderella 1

Greenskeeper 0

Imagination 0

Master 0

Now 0

Of 0

Out 0

Story 0

The 0

To 0

Zygote 0
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=

Cinderella story, out of nowhere, former greenskeeper, now about to become the Masters ______ 

b6𝑥T-6 + b5 𝑥T-5 + b4 𝑥T-4 + b3𝑥T-3 + b2 𝑥T-2 + b1 𝑥T-1 = ො𝑥𝑇  

Training ceases when fits are optimized
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Trained on 500 billion examples…

• Common Crawl (410 billion examples, no 
quality control)

• Books (67 billion examples, exact content 
proprietary)

• WebText2 (19 billion examples, select high-

quality content)

• Wikipedia (3 billion examples)

Training for Prediction
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…using billions of parameters

GPT 3 uses 175 billion parameters, GPT 4 uses 1 
trillion (thousands of “CPU years” to train)

• As many as 200 parameters per example 

• Enough to “memorize” word sequences (even 
if relatively rare)

• Language is extremely repetitive! Hence, 
effective number of parameters per example is 

much higher, which allows it to memorize 
nuanced patterns of language

Enough examples to know nearly 

everything that can be said

Enough parameters to memorize 

even obscure language patterns



ChatGPT is a word prediction model

Regurgitating past language patterns makes for a good 

chatbot

Can this work for investing?

A Memorization Machine

7



Limitations of Prompting

ChatGPT and Investing
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Source: ChatGPT. For illustrative use only. The use of the logos and pictures is for informational purposes only and is not authorized by, sponsored by or associated with the trademark owners.

BK Is it a good idea to buy Tesla stock?

Investing in Tesla stock can be a good idea for some investors, but it really depends on 

your financial goals, risk tolerance, and market outlook. Here are some factors to 
consider: Growth Potential, Volatility Valuation, Market Trends, Long-Term vs. Short-
Term

Always do your own research or consult with a financial advisor to align your investment 

choices with your financial strategy.

Prompt-based approaches…

o Limited by researcher’s ability to engineer meaningful prompts

• Analogous to the limitations of hypothesis-driven versus data-driven statistics

• May be important patterns in text that missed by prompts 

o Limited by biases in training text

o Limited by model’s prompt capabilities



Embeddings: Distilling meaning from text

ChatGPT and Investing
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…

Cinderella 1 0 0 0

…

Greenskeeper 0 0 1 0

…

Masters 0 0 0 1

…

Story 0 1 0 0

…
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Human 0.9 0.2 0.9 -0.1

Male -0.6 0.0 0.8 0.3

Literature 0.8 0.9 0.1 0.5

Plural -0.1 0.1 -0.1 0.9

…
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Human 0.7

Male 0.5

Literature 0.2

Plural -0.2

…

…

0.2 Bee

…

0.9 Champion

…

0.8 Gladiator

…

-0.4 Zebras

…
Intercept and reroute 

for return prediction

Decompressed Input Text Compressed Input Text Compressed Prediction Decompressed Prediction



• Searching for specific content 

versus capturing general 

content

• Fishing with a rod versus fishing 

with a net

• Subject to usual bias/variance 

tradeoff

LLMs: Contrasting Prompts and Embeddings

10



Empirical Approach



Thompson/Reuters News Articles for Single-name Stocks

Data

12Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.



The World of Large Language Models

Prediction Methodology
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Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.

Illust rat ion of LLM ’s Architecture

10 / 25
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(Dx1)



Expected Returns

Prediction Methodology

14Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.



Pre-LLM Benchmarks

15Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.

Bag-of-Words Methods: Article represented as vector of word counts

• LMMD (Loughran, MacDonald, 2011): Hand-constructed finance sentiment dictionary

• SESTM (Ke, Kelly, Xiu, 2020): Machine learning topic-sentiment model

Early Word Embeddings: A sophisticated “PCA” of word indicator vectors

• Word2vec (Mikolov et al., 2013): two-layer neural network model to generate embedding 

vectors



Daily Predictions



Portfolio Performance (Daily Prediction)
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Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.



Polyglot Portfolios
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Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.



Complexity / Nonlinear Prediction Is Even Better
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Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.



When/Why Do LLMs Disagree with Word-based Methods?
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Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.



Negation Portfolios
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Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.



Monthly Predictions



Portfolio Performance (Monthly Prediction)
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Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.



Multiple Models



Diversity in Language Models
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Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.

Correlat ion among St rategies

28 / 62

Best Individual Model

Ensemble of All Models



Conclusions
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Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.

Embeddings from LLMs effective and 

comprehensive numerical representation of 

text content

Funnel for open-minded extraction of text 

signal for return prediction

Contrast with filtering/limitations of human-

generated prompts

A combination of approaches is likely to 

dominate either (Bayesian interpretation)



• Strong out-of-sample success compared to existing predictive signals in the literature 

• Larger LLMs perform better

• Polyglot methodology

• Multiple frequencies in news signals for markets

• Fast and slow return prediction content in news text

• Many models to choose from

• Not all are accessible with prompts

• Best strategy is an ensemble of many LLMs

Conclusions
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Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.



Appendix



Embedding Construction Detail

Prediction Methodology

29Source: Chen, Kelly. Xiu, Expected Returns and Large Language Models. 2023. For illustrative purposes only.
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