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A little more color on background
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I’m reluctant to give this team advice on financial econometrics or machine learning

My “Xiu-number” is 2: Jianqing Fan as a shared co-author
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A little more color on background

3

But, I immediately say yes when asked as a discussant; a fascinating read and a polished paper

Keywords: learning and arbitrage

Discussion today focuses on putting paper into context and potential follow-up work
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Understanding expectation formation
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Adaptive expectations (pre-Lucas)
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Rational expectations revolution (1970-90s)
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Informational/behavioral frictions (2000-10s)
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A new agenda: statistical learning under big data
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Martin-Nagel (2021, JFE)

• Investors learn about cash flows, facing a high-dimensional inference problem

• Investors never learn perfectly, leading to in-sample (but not OOS) predictability

Da-Nagel-Xiu (2023, this paper)

• Arbitragers learn about model parameters, facing a high-dimensional inference problem

• Arbitragers never learn perfectly, leading to an upper bound of feasible Sharpe ratio

Key contribution: learning persistence as limit to arbitrage (a lower bound won’t do the job)

• Suggestion: highlight contribution and agenda more in the context of expectation formation
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Econometric and statistical learning
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Learning in macroeconomics and finance
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Recall: learning persistence as limit to arbitrage

• Stems from a high-dimensional inference problem

Past macro literature has explored learning and its aggregate and policy implications

• Introduces explicit learning dynamics, or, “econometric learning”

• Agents’ forecasts at time 𝑡 derived from an econometric model, estimated using data up until 𝑡

• Typically under low-dimensional inference environment (see, e.g., Sargent)

• Focus on conditions under which convergence to REE happens, or, “learnability”
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Constant-gain econometric learning
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Evans-Honkapohja (2003, ReStud) formalizes “constant-gain econometric learning”

• Goal: explain existence of persistent macroeconomic fluctuations from the dynamics induced 
by evolving estimates of the coefficients of people’s forecasting rules

• Intuition: agents believe that the coefficients of the correct forecasting model may shift over 
time, and consequently place more weight on the most recent observations in their estimates 

• Predicted unconditional macro moments (analogous to Martin-Nagel’s in-sample predictability)

Suggestion: highlight paper contribution against the econometric learning literature

Suggestion: follow-up macro papers on, e.g., optimal monetary policy design under big data?

• Big data (e.g., satellite, digital footprints) increasingly relevant in macroeconomic predictions
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Quantifying the difficulty of learning
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Using the “wedge” approach to quantify learning difficulty
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Recall: upper bound of Sharpe ratio as main contribution to ML-based asset pricing literature

• Section 2.5 constructs 𝑆!"#

• Section 2.6 estimates 𝑆∗

The difference of these two constructs an explicit “wedge” from data

Any economic friction implies a “wedge” from a frictionless complete-market economy

• See, e.g., Chari-Kehoe-McGrattan (2007, ECMA), Lustig-Verdelhan (2019, AER) 

• Allows for a quantification of underlying frictions using observable data

Suggestion: formalize relationship between “wedge” and friction following the literature 
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Conclusion
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Beautiful and important paper on the statistical limit of arbitrage

• Learning persistence in a high-dimensional world as limit of arbitrage

• An upper bound of feasible Sharpe ratio

• A new agenda in understanding the formation of expectations under big data

I made a few suggestions for follow-up work

• Econometric and statistical learning: optimal macro policy under big data?

• A formal “wedge” approach of measuring the difficulty of learning in a big-data economy?
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